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Abstract 

The significant growth of the fourth industrial revolution (Industry 4.0) coupled with the 

widespread adoption of social media across the world has initiated new challenges that 

deserve the attention of researchers and industry leaders especially in detecting and 

preventing fake multimedia contents on social media. The forging of multimedia contents 

like videos and images for malicious activities is gradually becoming very rampant and 

this has serious psychological, health, political and economic consequences on the 

targeted individuals or close associates of the victims. The application of deepfake 

algorithms to make manipulated videos and images has contributed in making it very 

difficult to identify fake videos and images from the real multimedia contents. The 

availability of the internet and social media has made the spread of deepfake videos and 

images very fast and at an alarming rate. This research work understanding the dire need 

to detect deepfake videos and images (multimedia contents) proposes a lightweight 

algorithm to detect deepfake videos and images on social media platforms. The need for a 

lightweight algorithm is essential to enable low computational devices to be able to apply 

the algorithm without computational challenges and overheads. The proposed model has 

demonstrated a significant reduction in the computational and time �(�) complexities. 

The research work also presented a comparative analysis of some selected deep learning 

models with emphasis on the datasets used, their features and challenges identified. 
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Introduction 

Social Media in recent years have grown to be one of the most widely used technology 

platform for sharing information, news, ideologies, advertisements and multi-media contents like 

videos, images and audio files. Consumers of the social media downloads information in the form 

of files, videos, images and audios in multiple times without detecting the same content has been 

downloaded using the same device or identifying that some of the videos and images are 

manipulated. These downloads of files in multiple forms have serious security, trust and cost 

implications on the user and the computing device used. Duplicate multi-media and fake contents 

have the potential to negatively influence the performance of the computing device being it 

smartphone or a personal computer (PC) due to resource allocation and utilization. This 

phenomenon has caught the attention of researcher across the globe and techniques such as 

Content Hashing, finger printing and deep learning models and techniques have been adopted and 

implemented to prevent the downloads of duplicate multi-media contents on social media. The 

downloading of duplicate multi-media contents has serious financial cost on the user based on the 

frequency of downloading duplicate multi-media and manipulated content, the size of the multi-

media content, the storage requirement of the multi-media content as well as the bandwidth 

required to download the multi-media and fake content. Resources such as storage space, 

bandwidth and processors are significantly wasted due to duplicate multi-media content 

downloads which eventually lead to increasing the cost of Infrastructure. In the digital space in 

recent years, forgery of images and deepfake videos are gradually gaining prominence as an 

emerging form of cyber attacks and this has serious security implications especially users of social 

media (Karras et al. [3]). The term “Deepfake” is coined from two terms namely “Deep Learning” 

and “Fake”. The Deep Neural Networks (DNN) has made it possible to create and manipulate 

videos and images faster and easier. According to Mitra et al. [2], replacing a person’s face, voice, 

emotions, speech with another person using deep learning technology is known as deepfake. The 

manipulation is done in such a way that makes traces of the manipulation very difficult to detect. 

These deepfake videos come with social, political and economic orientations to target individuals 

or group of people. The most common platform for defaming people and spreading the deepfake 

videos through vulnerable people is social media (Mitra et al. [2]). The social media platforms and 

their users are highly susceptible to digital or cyber attacks in the form of blackmailing and 

character assassination. Malicious applications developed by cyber criminals are attached to these 

manipulated videos and eventually compromises unsuspecting social media users. There is a 

growing interest from researchers in detecting deepfake contents in the digital space especially on 

social media platforms. The most important step to combat the threats posed by deepfake videos 

and images is to be able to detect them. Manipulated videos and images can serious implications 

on a person’s mental health and social status (Chou and Edge [4]). The challenge identified by 

Mitra et al. [2] is the difficulty to work with compressed multimedia contents using uncompressed 

techniques since uploading multimedia contents on social media comes with compressing and 
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resizing of the contents. This research paper focuses on the handling of compressed multimedia 

deepfake contents. 

Social Media and Deepfake Multimedia contents 

Technological advancements in the area of video and image forgery are getting alarming. The 

ability to create fake videos and images of individuals, political figures, religious leaders, 

organizations and government agencies are increasingly becoming very difficult to distinguish 

between real multimedia contents from the fake contents. Artificial Intelligence (AI) has 

succeeded in making images and videos generated by AI very accessible with the help of social 

media platforms like Facebook, X (formerly Twitter), Instagram and Tiktok among others. 

Schoenherr [33] reports that social media has been used as a medium to propagate fake videos and 

images of “Stylish Pope Francis”, “Elon Musk protesting in New York”, “Donald Trump resisting 

arrest”, Ukranian President in the midst of the Ukraine-Russia war and many others.  

Figure 1: AI generated image of Pope Francis 

(Schoenherr [33]). 

Figure 2: Deepfake video of Ukrainian 

President (Miller [34]). 

Schoenherr [33] alleges that social media influencers are being paid to spread fake multimedia 

contents and fake news. Vota [36] after analyzing a research work conducted by Farhana et al. 

[35] concluded that fake videos are perceived to be more harmful compared to other threat models 

of misinformation shared on social media. There is no solution that addresses all concerns of 

deepfake multimedia contents and there are varying perceptions from social media users on what 

constitute fake videos or images. Farhana et al. [35] identified lack of skills and willingness to 
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recognize fake videos as the most harmful and risky aspect of the spread of fake videos and 

images on social media. Satariano and Mozur [37] argues that a news anchor who reported on “the 

shameful lack of action against gun violence” in the United State of America (USA) and a female 

news anchor who “heralded China’s role in geopolitical relations at an international summit 

meeting” were all fake. Satariano and Mozur [37] reveal that their voices were stilted and failed to 

be in sync with the movement of their lips, with pixelated face and hair appeared unreal. Satariano 

and Mozur [37] concluded that the two news anchors were not real people but Artificial 

Intelligence generated software. 

Deep Learning 

The Machine Learning (ML) concept has gained significant attention among researchers and 

industry practitioners globally. The ability to make machines learn and perform as required of 

them based on the algorithms is fascinating and this has increased productivity among the various 

industries. Machine Learning (ML) has direct or indirect connection to several industries and 

applications (Tayyab et al.  [22]). Machine Learning (ML) is an open access concept model that is 

applied to learn and train complex models (Vedaldi and Lenc [39]). According to Zuo et al. [23], 

Deep Learning is a subset of Machine Learning (ML). Deep Learning is the application of well 

structured and specific sets of algorithms that helps machines in pattern recognition based on 

historic data set. The pattern recognition is to help machines to make predictions and/or make very 

intelligent decisions based on the patterns recognized emanating from the historic data. One of the 

commonest and key algorithms used in deep learning is the Artificial Neural Network (ANN) 

which is used to exploit a data input in order to predict an unknown output. The Artificial Neural 

Networks (ANN) is made up of interconnected network of computational units called Artificial 

neurons (Zuo et al. [23]). The deep learning concept of the Artificial Neural Network (ANN) was 

first proposed by Rosenblatt [24] in an article titled “The perceptron: A probabilistic model for 

information storage and organization in the brain” which succeeded in allowing neurons to learn. 

In 1989, LeCun et al. [25] Convolutional Neural Network (CNN) which established a solid 

foundation and pave the way for deep learning in computer vision. Deep Learning and Computer 

Vision models like Long short Term Memory (LSTM) and Recurrent Neural Networks (RNN) 

were developed after the foundation established by LeCun et al. [25]. The deep learning concept 

gained more prominence when Hinton et al. [26] proposed and renamed a multilayer neural 

network-related learning algorithm to Deep Learning which led to an improved computer 

hardware performance and the development of the Graphics Processing Unit (GPU). Krizhevsky 

et al. [27] proposed the Deep CNN Architecture which became a very dominant framework for 

deep learning. Graph Neural Network (GNN) in recent years is also gaining serious attention after 

Xu et al. [28] and Zhou et al. [29] made serious justifications for an effective graphic learning 

framework using non-Euclidean graph structured data. Yang et al. [30] has been able to establish a 

deterministic conversion rule that will convert Convolutional Neural Network (CNN) to Spiking 

Convolutional Neural Network (SCNN). There have been several deep learning algorithms 
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proposed in recent years especially in the wake of the significant growth of Artificial Intelligence 

(AI). Deep learning algorithms are a set of pre-trained decision making networks geared towards 

performing a task most especially mimicking humans. The deep learning technology is a force to 

reckon with and now considered by some researchers to be a core and essential technology for the 

fourth Industrial revolution (Industry 4.0) (Sarker [31]). 

 

Figure 3: Artificial Intelligence (AI), Machine Learning (ML) and Deep Learning (DL) 

Relationship (Sarker [31]). 

Artificial Intelligence (AI) Generated Multimedia Contents 

Artificial Intelligence (AI) has contributed greatly to how multimedia contents like videos and 

images are manipulated and shared on social media. Artificial Intelligence (AI) systems have 

succeeded in creating “realistic” multimedia contents using a robust three-dimensional (3D) 

computer graphic in-built model. There has been recent development on the application of deep 

learning algorithms based on the Generative Adversary Networks (GANs) to generate fake videos. 

The researchers in Goodfellow et al. [6] first proposed the Generative Adversary Networks by 

using two networks called generator and discriminator. The generator network according to 

Goodfellow et al. [6] was used to generate a sample output that were not different from data 

distribution trained and the discriminator was used to assess the sample generated by the generator 

network. Radford et al. [8] demonstrated the potential and ability of unsupervised learning by 

proposing Deep Convolutional Generative Adversary Networks (DCGANs) whiles Isola et al. [9] 

learn the mapping from input image to output image by applying Conditional Adversarial 

Networks (CANs) coupled with a loss function to train the mappings. Despite the progress made 

by Isola et al. [9], Taigman et al. [10] presented Domain Transfer Network (DTN) which was 

capable of mapping image samples from one domain to another domain. The proposed Domain 

Transfer Network (DTN) approach by Taigman et al. [10] achieved favorable results and 

performance when applied to small resolution faces and digital images. Shrisvastava et al. [11] 

worked and found a way to minimize the gap between real images and synthetic images 

distribution by applying self-regularization loss and adversarial loss whiles Liu et al. [12] made a 
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case to propose unsupervised image to image translation frame based on the Generative Adversary 

Networks (GANs) with distribution of images in different domains. Li et al. [5] exposed Artificial 

Intelligence (AI) generated fake faces using an algorithm that detects eye blinking as a 

differentiating factor applied in neural networks. Li et al. [5] argues that the blinking of eyes is not 

well presented in synthesized fake videos and the results of their research shown promising 

performance in detecting fake multimedia contents like synthesized videos. 

Deepfake Detection Algorithms 

The human face is one of the key features that identifies an individual since people are 

recognized largely based on their faces. To attack an individual using fake multimedia contents or 

deepfake multimedia contents, the attackers or malicious individuals targets the faces of people 

they intend to attack. Face manipulation and forgery of individuals has increased significantly over 

the years and gained a lot of attention in recent times. Garrido et al. [13] succeeded and replaced 

the face of an individual without changing the expressions. In image and video forgery, the 

expression through the lips is also key in order to get people believe in the fake multimedia 

content. Suwajanakorn et al. [14] succeeded in syncing the lips of fake or forged video. In 2017, 

the concept of deepfake was born when deep learning networks was adopted to create some fake 

videos. The combination of convolutional encoders and the Generative Adversarial Networks 

(GANs) made the fake videos very real and difficult to differentiate it from the original video. In 

this digital era, smartphones now have image forgery applications like FaceApp, Reflect face 

swap, Face swap live, AgingBooth, Meitu and MSQRD geared towards manipulating images and 

videos. The emergence of the deepfake technology is increasingly making the level of distortion 

and manipulation of images and videos highly unacceptable. The deepfake technology is highly 

considered as a disruptive technology that has the ability to change the truth and mislead people at 

a given time especially on social media platforms. According to Chesney and Citron [15] the 

deepfake technology is a serious security threat to countries and individuals. Deepfake technology 

has serious security and ethical issues since it can defame an individual as well as invade their 

privacy using the technology. News created using images and videos generated from deepfake 

technology has succeeded in making people losing trust and faith in the images and videos 

presented during news cast. Deepfake technology has the potential to create serious tension that 

can destabilize a country and its citizens. The dreams and careers of individuals could be shattered 

through the deepfake technology. Despite the euphoria on the negative implications of the use of 

the deepfake technology, the deepfake technology can be used for positive situations like assisting 

a hearing impaired person to generate lips movement based on an audio. The movie industry can 

also adopt the deepfake technology in the making of realistic movies with many languages 

(multilingual movies). Realizing the need to prevent the spread of deepfake multimedia contents in 

the digital space, technology giant companies namely Microsoft, AWS and Facebook collaborated 

with partnership on Artificial Intelligence (AI) and Academic Institutions. The main purpose for 

the collaboration was to build a Deepfake Detection Challenge (DFDC) datasets for researchers to 
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use across the globe. Another technology giant Google also partnered with Jigsaw and presented 

another dataset called FaceForensics ++ (FF++) for the detection of deepfake videos. 

Challenges in Detecting Deepfake Contents on Social Media 

Multimedia contents uploaded on social media are compressed and social media users uses 

different devices including smartphones, tablets and computers among others to access their social 

media accounts. The existing techniques in detecting deepfake images and videos are largely for 

uncompressed data and hence do not work well when applied to the social media environment. 

This paper argues that the detection of deepfake images and videos in the social media 

environment needs to have a comprehensive model since devices with low computational 

resources like smartphones are largely used. To detect and extract deepfake images and videos, the 

model applied needs to be lighter in order to enable low computational device work effectively. 

This research paper is seeking to develop a model that will detect deepfake multimedia contents 

like images and videos in their compressed form or lighter versions whiles ensuring a low 

computational overheads on resources. The research paper presents a comprehensive comparative 

analysis of some selected deepfake models based on the datasets used, their features and 

challenges identified to be associated with the selected models. 

Table 1: Comparative Analysis of Deepfake models. 

Researcher(s) Data Set Used Features Challenge (s) / 

Remarks 

Guera and Delp [17] Hollywood-2 to 

Human Actions 

(HOHA) 

Inception-V3 + Long 

Short Term Memory 

(LSTM) 

Applicable to 

uncompressed videos 

Li et al. [5]  Closed Eyes in the 

Wild (CEW) 

Measured eye blinking 

rate and used Long 

Term Convolutional 

Networks 

Applicable to 

uncompressed videos 

Afchur et al. [18] Internet processed 

dataset 

Meso-4 and 

MesoInception-4 

applied. 2-inception 

modules, 2-

convolution layers and 

2-FC layers 

Applicable to 

compressed videos 

but accuracy is very 

low. 

Nguyen et al. [19] Four datasets VGG-19 + Capsule 

Network 

Applicable to 

compressed videos 
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but accuracy is very 

low for highly 

compressed videos  

Hashmi et al. [20] Deepfake Detection 

Challenge (DFDC) 

CNN + LSTM. Used 

facial landmarks 

High computational 

Complexity and 

works well with long 

videos (Minimum 

length of 10 seconds) 

Kumar et al. [21] FaceForensics ++, 

Celeb-DF 

Triplet architecture 

and metric learning 

approach 

Applicable for highly 

compressed videos 

Mitra et al. [16] FaceForensics ++ Face artifact analysis, 

XceptionNet + 

Classifiers 

Applicable to 

compressed videos 

with high accuracy 

Proposed Deepfake Detection Algorithms 

The proposed algorithm for the detection of deepfake multimedia contents is built on the 

research work presented by Mitra et al. [16] to detect each frame coupled with a proposed 

deepfake extraction algorithm to help extract key deepfake video frames. The proposed model 

presented in this paper limits the data based on the frames in the video by concentrating on the 

extraction of key video frames from each video under consideration. The technique adopted is to 

reduce the number frames to be checked on each video without compromising on accuracy and 

this technique reduces the computational overheads on the devices used and thereby making it 

suitable for low computational devices like smartphones to use. The proposed model presented in 

this research paper checks only the key video frames for authenticity and this reduces the work 

load on the computing device used to access the social media platforms. The research work aimed 

at developing a model to detect deepfake images and videos and this was achieved by using 

computer vision technique applied in a network of classifiers. Considering I being an input image 

and F being a feature detector of Filter, the Feature Map is represented as follows: 

(� ∗ �)(�, 
) =  
 
 �(� − �, 
 − �)�(�, �)����  ,�
�                                     (1)�

�  

where � and 
 are the filter value and pixel value of the input image respectively. The equation 

one (1) is applied to determine the features of the videos or images during the feature vector 

extraction process. The research work adopted the Least square loss and Least Square Error of the 

neural network presented by Srivastava et al. [32] as indicated in equation 2 and 3 respectively. 
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Neural networks with dropout layers helps to stop overfitting of the neural networks and the 

least square loss and least square error are used with activation function )(�) = � to prevent 

overfitting in the proposed model where '� is a Bernoulli random variable. The prediction of the 

deepfake video or image based on the classification of either being real or fake is determined using 

equation 4. The proposed model takes in a dimensional vector of the video or image (multimedia 

content) and creates another vector with values between 0 and 1 with same size as the dimensional 

vector. Considering the probability of the prediction to be *(+!) for video or image input data +!, 

the predicted output +  is calculated as follows by taking the arguments of the maxima: 

+ = ,-./,�!"%*(+!)                                                                 (4) 

Algorithm: Proposed Steps to detect fake multimedia content 

1 Input: video or image (1), Proposed Model 

2 Output: PredictedTag 

3 Declare and initialize frames(�), specific key frame(23), cropped face (43) and resized face 

(53) to 0 

4 Assign the respective values to �, 23 , 43  and 53 
5 Declare and initialize prediction tags for real video (57) and Fake video (�7) to 0 

6 Assign real video probability and fake video probability to 57 and �7 respectively 

7 Set PredictedTag = False 

8 Extract key video frame 23  from 1 

9 Save the extracted frame to � 

10 For 23 ∈ � do 

Detect 43  for 23 
     Crop the face and save it into 43  
Resize the image and save it into 53 
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     Load the proposed model 

Predict 53 
     Set 57 and �7  
     If 57 > �7  

           Continue 

     Else 

           Set PredictedTag = True 

           Consider 1 as fake 

           Break 

 

Proposed Model Framework 

In this proposed model, a video or image serves as an input. The input video or image 

undergoes Key Frame Extraction process to identify and extract a key frame to be used. The 

model performs face detection and crop as well as resize the detected face for further processing. 

The resized face is submitted to the Convolutional Neural Network (CNN) as presented in Figure 

4.  

 

Figure 4: Proposed Model Framework. 
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The Convolutional Neural Network (CNN) in the proposed model is responsible for Feature 

Vector Extraction of the video or image. The feature vector extracted is sent to the Classification 

Network to enable the proposed model classify the extracted feature as real or fake video or image 

(multimedia) content. The real Probability of prediction and Fake Probability of predictions are set 

and applied. A comparison of the extracted key frame of the video or image is compared to a 

dataset and the Real probability of prediction and the fake probability of prediction are used to 

determine the status of a video or image as either real or fake. 

Conclusion 

The proposed model presented in this research paper reduces computational resources and 

complexities in determining and analyzing deepfake multimedia contents like videos and images 

on social media. Considering a time complexity of �(�) where � is the number of frames, the 

proposed model takes lesser time since only the extracted key frame is compared instead of 

comparing to every single frame of the video. The reduction in the computational and time 

complexities signifies that the proposed model is ideal for low computational devices like 

smartphones with social media applications. Deepfake multimedia contents like videos and images 

on social media are a growing concern and more research work is required to reduce or eradicate 

deepfake multimedia contents. The ability of the proposed model to function and perform on a 

compressed video makes it very suitable for social media platforms since multimedia contents like 

videos and images uploaded on the social media platforms like Facebook, X (Twitter), Instagram, 

TikTok and many others are compressed videos or images. There may be several other approaches 

to address the concerns brought about by deepfake multimedia contents like videos and images. 

Eye blinking frequency, inconsistencies in synching audio with the mouth, unnatural key features 

like hairstyle, extremely smooth skin and many others could be investigated further. This research 

paper recommends further research work on the implementation of the proposed model presented 

and other innovative approach in combating deepfake multimedia contents like videos and images 

on social media. 
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